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Abstract 
How do you compare computer languages? To quote from 
Browning, "Let me count the ways." We have all seen com
parisons based upon the number of lines of code, the length 
of time to generate an application, the sort time, the execution 
time, and a wide variety of other quantitative benchmarks. 

Is the choice of a language a factor in programmer productivity? 
The cost in programming and programmer support time certainly 
plays a major role in the cost of an application. Yourdon states 
that the programming language is not a major factor in program
mer productivity, while Martin makes a case for the language 
having a large impact on productivity. [1,2] 

This article attempts to compare M with COBOL and a vari
ety of implementations of relational databases from an eco
nomic point of view by asking how much it costs to generate, 
support, and implement an application. 

Introduction 
Selling M Technology against other languages has always been 
an interesting challenge. Eighteen years ago, industry consul
tants could not understand why a language other than COBOL 
or RPG would be used to write a commercial accounting applica
tion. Even today, there are those who believe that if it is an ac
counting application, it should be written in COBOL and run on 
an IBM AS/400. As relational databases came into vogue, it 
became necessary to defend the use of M Technology on a sec
ond front. The new group of consultants could not understand 
why an old language based on an outmoded, hierarchical data 
structure would be chosen over the obvious wave of the future, 
a relational database. 

The purpose of this article is to present the arguments and 
evidence that lead us to the conclusion that M continues as 
the language of choice for this general class of software. One 
way of comparing the relative merits of programming lan
guages is the employment of benchmarks. Theoretically, 
carefully designed benchmarks should provide the best mea-
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sure of comparison between two languages. Unfortunately, 
very carefully designed benchmarks can also prove almost 
any point that you want to make. This article compares the 
end results of the efforts of competitive software companies 
that have elected to employ different languages. It is not sur
prising that the comparison of these end results can be put 
into one word, money. In simple terms, a software company 
must deal with the cost of development and support, the cost 
of implementation and the cost of sales. Each of these costs 
is affected by the choice of the computer language. 

A goal of this article is to quantify these cost differences be
tween Mand COBOL and between Mand implementations 
of relational methodologies. To do this, in the absence of 
detailed financial statements, it has been necessary to relate 
costs to the size of the programming staff or the total number 
of employees. In many other industries, this assumption 
would lead to erroneous conclusions. The single biggest cost 
to a software company is payroll and a good measure of the 
success of a software company is the ratio of total sales to 
the total number of employees. Very successful companies 
have gross sales of $150,000 to $275,000'per employee. A 
company with sales much below $100,000 per employee is 
generally not making a profit. 

In the following comparisons, the twelve major software 
companies which compete for business in mid-size law firms 
(20 to 200 attorneys) are examined. One of the companies 
(Omega) uses Mas a language, three use COBOL, two are 
in the process of converting from COBOL to a relational data
base implementation and thus have a mixed customer base, 
and the remaining six use various languages to implement 
their relational databases. We recognize that the results re
ported here, based upon only twelve software companies,. can 
in no way be regarded as statistically significant. The trends 
and the consistency of the data are of interest, however. 

Historical Background 
Omega Computer Systems, Inc., is an M Technology soft
ware company. Although Omega's first nonmedical applica
tion of M (Meditech MIIS at the time) was for a law firm, 
the first ten years of Omega's history were spent developing 
custom software for a wide variety of medical and business 
accounting applications. In the past eight years, Omega has 
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specialized in accounting software for law firms. The major 
components of accounting software for law firms-accounts 
receivable, accounts payable, and general ledger-are simi
lar to those components of many other businesses. Although 
the observations and conclusions expressed here are the result 
of experience with law firms, the general nature of account
ing business applications should make these observations and 
conclusions applicable to a number of other businesses. 

At the time of Omega's first law firm installation, eighteen years 
ago, all of the other companies specializing in law-firm account
ing software in the Western United States programmed in CO
BOL or RPG. These two languages continued their dominance 
in the law firm industry until software employing relational data
base methodology began to appear about ten years ago. Today, 
only three of the twelve major software companies in this sector 
continue to use COBOL. Let us first examine some of the reasons 
for COBOL's decline in this market. 

M versus .fOBOL 
A number of authors have reported that COBOL requires a 
significantly larger amount of programming resources for an 
application than do many other languages. [3,4] In fact, 
James Martin's definition of a fourth-generation program-

ming language is: "A language should not be called fourth
generation unless its users obtain results in one-tenth of the 
time with COBOL, or less." [5] 

The increase in programmer time is also supported by the 
relative sizes of the total software packages. While Omega's 
total M source code takes up less than 2 megabytes, the pro
grams from several competitors using COBOL occupy a min
imum of 60 megabytes of disk. If the time required to pro
gram an application were proportional to the size of the 
resulting programs, this one example wduld place the CO
BOL to M programming time ratio at 30. If an old IBM rule 
of thumb that the time to write a program is proportional to 
the square of the number of lines of code is accurate, the ratio 
of 30 would be conservative. 

A significant economic measure of programming efficiency 
is the relative sizes of the programming staffoflaw-firm soft
ware vendors using COBOL and M. Omega has a program
ming staff of five development and support programmers 
with over 135 law-firm clients or 27 clients per programmer. 
At its peak, the most successful COBOL law-firm software 
company had 100 programmers supporting 350 clients. This 
ratio of 3.5 clients per programmer was made worse because 
all but a few of these 100 programmers were in a support role. 
The company's inability to produce new versions and its high 
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costs eventually led to its demise. This company and one 
other COBOL firm are no longer active in this market and 
are not among the three COBOL firms cited. 

Since it is usually easier to get a count of the total number of 
employees of competitors than it is to determine the size of 
the programming staff, let us look at another economic mea
sure, the ratio of clients to the total number of employees. 
The American Bar Association publishes an annual directory 
of companies marketing computer software and services to 
law firms. [6] All information in the directory is supplied by 
the vendors. One of the questions asked of vendors is the 
number of installs. It is obvious in some cases that certain 
vendors interpreted this to mean the total number of installa
tions of their software, while others, including Omega, listed 
the number of active clients. In all cases cited, we have used 
the term installs to mean the number of active clients, which 
in some (non-M) cases will produce a client to employee ratio 
higher than it really is. 

A second possible source of error is in the size distribution 
of clients. Larger law firms require more support and modi
fications than do smaller firms. Since the Locate directory of 
the American Bar Association does not differentiate, I used 
only those vendors specializing in mid-size firms (20 to 200 
attorneys). Note that using this information, however, does 
not completely remove the bias introduced by the variations 
in the distribution of law-firm sizes among the twelve soft
ware companies. 

While Omega has consistently operated at about 10 to 12 cli
ents per employee, the Locate directory indicates that the CO
BOL software companies range from 1.9 to 3.6 clients per 
employee. [7] (The former competitor cited previously had 
225 employees and 350 clients, a ratio of about 1.6.) 

These rather consistent client-to~employee or client-to-pro
grammer ratio differences indicate a dramatic decrease in the 
development and support costs for M Technology as com
pared with COBOL. This is no surprise to the M community 
or those who have already moved away from COBOL. 

The cost of implementation also has been a factor in the 
movement away from COBOL in the legal community. Ome
ga's experience with law firms indicates that for every dollar 
a law firm spends for accounting hardware and software, it 
spends $6 to $10 for word processing. Even as recently as five 
years ago, the dominant players in law-firm word processing 
were companies with proprietary software running on propri
etary hardware. Today, it seems there are only two types of 
law firms, those that have a local area network (LAN) and 
those that soon will. This rapid movement to personal com
puters (PCs) and networks has been a definite advantage for 
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Omega because of M Technology's proven ability to operate 
on Intel 80486 chip servers in a client/server structure on net
works. The hardware traditionally used in the COBOL envi
ronment is neither as readily adaptable to LANs nor as 
inexpensive as the Intel 80486-based PCs. In one specific 
instance, the choice came down to spending more than 
$100,000 for hardware for a COBOL solution or buying a 
486 PC for an M Technology solution. The software prices 
were essentially the same. It is of interest to note that the 
consultant recommended the COBOL solution. Instead, the 
client chose to save more than $90,000. 

Measuring the cost of sales is more than adding up the salaries 
and expenses of the sales staff. It must somehow also include 
the time, effort, and expense of losing sales a company should 
have won. Five or more years ago, Omega experienced a number 
of lost sales because COBOL was mainstream technology and 
M was not. COBOL and accounting were synonymous to most 
consultants. That M was faster and somewhat less expensive did 
not offset the comfort many had with COBOL. The movement 
to PCs and LANs has made M Technology much faster, much 
better, and a whole lot less expensive. 

The decline in the use of COBOL for law-firm accounting 
also is indicated by the year-to-year changes reflected in the 
Locate directory. In successive years, one of the three long
time COBOL software companies went from 306 employees 
to 216 and another went from 56 employees to 31. 

M versus Relational ~ 

Database Implementations 
Using Martin's definition of a fourth-generation language, M 
and most relational languages certainly qualify as 4GLs. It is not 
obvious that a good case can be made for expecting a significant 
increase in programmer productivity for Mover a good relational 
database language. On the other hand, the Locate directory indi
cates that the ratio of the number of clients to the number of 
employees for the eight companies now using relational methods 
ranges from 1.8 to 4.4. The two companies that are in the process 
of converting from COBOL have ratios of 2.4 and 2.9. One 
company, which has written its own relational database system 
in Pascal, is at 1.8. The remaining five companies, which have 
been using a relational database for longer, have 3 to 4.4 clients 
per employee. This is still considerably fewer than the 10 clients 
per employee of Omega. 

Program size and program disk storage requirements appear 
to vary widely among relational database products. The sys
tem written in Pascal has more than 100 megabytes of pro
grams while others are closer to Omega's 2-megabyte value. 
Thus, differences range from very significant to insignificant. 
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The hardware requirements also show a wide variety among 
the different relational languages. While Omega has operated 
effectively on 386 and 486 technology ( on computers costing 
less than $10,000), competitors have quoted computers rang
ing in price from $25,000 to $175,000. The two consistent 
differences are the disk storage requirements ranging from 
two to four times that required by M Technology and the su
perior performance of M Technology systems. The key factor 
in these two differences is the fundamental difference be
tween the hierarchical structure used by Mand the table struc
ture of a relational database language. 

The major advantage that relational databases have over hier
archical databases is that all information is stored in tables 
and that all tables have a single general structure. This en
ables the developer of a relational database language to create 
general programs or commands to create, edit, delete, 
search, sort, and print reports for the one general structure. 

The major advantage that hierarchical databases have over 
relational databases is that information can be stored in many 
different types of structures. This can make life more difficult 
for the applications developer and it is very likely that this is 
why very few hierarchical languages have had a major impact 
upon the database market. 
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Relational databases employ a table or flat file structure con
sisting of columns and rows of data. Each column contains 
a specific data field such as a vendor identification, city, ZIP 
code, etc. Each row of the table is a specific instance of a set 
of data fields, a specific vendor in this example. There are 
many database examples that readily fit into this structure. 
Cross-reference and other key tables are used to link one such 
table to another and to enable more rapid searching and sort
ing for the tables. 

What about data structures that do not fit this table structure? 
There are many examples, but one of the most common is 
the many-to-one structure common in many database appli
cations. A cash disbursements journal is one example. A 
given cash disbursement has one date, one check number, 
one payee, and one amount but may have one or many general 
ledger accounts and amounts to be debited. The designer of 
the relational database must either create one table with a row 
for each debit entry, thus having one or more rows per check 
or must split the journal into two tables, which is the more 
common method. The first approach produces a large table 
with many redundant entries. The second approach leads to 
poor clustering of related data. The hierarchical structure 
allows a file structure of: 

ADISB(check date.item) = payee, check number, amount .. . 
ADISB(check date,item,debit item) = debit G/L, amount .. . 
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This leads to the issue of data clustering. It is obviously im
portant to store logically related data that will often be used 
together as physically close together as possible. CJ. Date 
states, "Physical data clustering is an extremely important 
factor in performance." [8] If one uses an intelligent node
naming convention, a hierarchical structure can ensure that 
these related sets of data fields are usually adjacent to one 
another in the same data block. In the worst case, they will 
be contained in the next logical data block which is pointed 
to by the original block. 

The disk file structure of M is capable of producing optimal 
data clustering. A relational-database program must do a log
ical join of the two tables to produce a cash disbursements 
report. By using the global structure of ADISB, an M program 
can produce the report from data contained in one or a few 
logically contiguous disk blocks with no sorting required. As 
a specific example of this, let us look at the cash disburse
ments global of one of Omega's larger clients. The client cur
rently keeps five years of cash disbursements online. The 
checks are for 1,373 accounting dates and occupy 4,479 ( 4k) 
disk blocks. There are four levels of index blocks in the b
tree. In the worst possible case in which a day's cash dis
bursements are spread over five data blocks (the average is 
3.26 blocks per day), only nine disk accesses are needed to 
import the entire day's cash disbursements. The disk-buff
ering technology of M ensures that we will need to import 
each disk block once. At least two of Omega's competitors 
would have to sort through the entire 17 + megabytes of data 
to find one day's cash disbursements. The M Technology 
solution does less disk-accessing in printing each day's cash 
disbursements for an entire year than the relational methods 
do to print a single day's records. 

The variations in structure that are available in a hierarchical 
language have enabled M Technology to create very efficient 
and high-perfofl!}ance software. Omega has structured the 
client-matter file so that all demographic information, work
in-process, billing history, advanced deposit, and trust his
tory are contained within the matter global and therefore are 
logically contiguous on the disk. For the average matter this 
means that all of this information can be brought into memory 
with two sequential disk accesses after the starting block is 
located through the b-tree. The same data, using a relational 
model, would require thirty-eight separate but interlinked ta
bles, requiring many more disk accesses. Although many 
programs only need one or a few of these tables, the com
bined bill printing and billing process accesses thirty of the 
thirty-eight tables. 

Disks are slow and CPUs are fast! An average disk-access 
time of 10 milliseconds is equal to only 100 random disk ac-
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cesses per second. The excessive disk-accessing required by 
large relational databases can be very detrimental to perfor
mance. The increased use of cross-reference and clustering 
indexes helps the performance but adds to the disk-storage 
requirements. This then leads to requiring bigger, faster, and 
more expensive hardware. 

Relational database systems are currently very popular among 
consultants. We have had requests for proposals that specify 
that the system must be relational. Fortunately, a number of M 
vendors have SQL packages that can be added to the software 
to allow the presentation of a relational view to a variety of SQL
type inquiry and reporting software packages. According to the 
accepted definition of a relational database, which does not spec
ify the disk-storage methodology, Mis relational. 

Conclusion 
M has a strong economic advantage over COBOL mainly be
cause of M's superior programmer productivity for both devel
opment and support. M also has an economic advantage over 
COBOL because of the cost of hardware implementation. 

M's _economic advantage over relational languages is due to 
the cost of hardware. There also appears to be some economic 
advantage in programmer productivity. The major advantage 
ofM over relational languages is in performance, which, sur
prisingly, is still not accepted by many to represent a signifi
cant advantage in cost. M 
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