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Introduction 
For a long time there have been many attempts to tackle the 
problems of international and multilingual applications. We 
have been working to develop medical dictionaries and natu­
ral-language processing tools to manage two languages, Jap­
anese and English. Our research is part of a worldwide coop­
erative effort to construct an electronic library for 
multilingual representation of information. [1] The project 
includes the use of multiple national character sets, tools for 
translation between languages, the search for a language-in­
dependent representation, translation and mapping between 
international terminologies, and the development of a thesau­
rus, among other tasks. [2,3,4,5] 

This article describes the characteristics, development, and 
use of medical dictionaries that can be applied to natural-lan­
guage processing (NLP). At Chiba University Hospital in Ja­
pan, we have been using the Systematized Nomenclature of 
Medicine (SNOMED), the MEID (Medical Intelligent Dic­
tionary), and additional dictionaries for NLP and indexing 
medical information. We will present the structures of these 
dictionaries, the particularities regarding their use in Japa­
nese, and describe two applications that use these dictionaries 
and terminologies for medical NLP. 

This article describes our approach regarding the develop­
ment and structure of the medical dictionaries actually in use 
in our hospital, and their utilization for natural-language pro­
cessing. The NLP programs tailor the analysis and indexing 
of medical texts to organizing the electronic medical record 
(EMR). The databases and programs were developed using 
M running on a UNIX platform. We use a Sun-4 workstations 
network. 

Developing a Controlled Vocabulary 
Representing and using concepts transmitted by natural lan­
guage is complex, and it is not yet completely understood 
how the brain performs these cognitive phenomena. [6] The 
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pioneers in the field of artificial intelligence assumed that 
computers could simulate the representation of knowledge 
and manipulate symbols written in natural language. [7] 

Most research in human linguistics and computational lin­
guistics has approached language either abstractly, by ana­
lyzing formal models of linguistic structure, or concretely, 
by selecting a particular instance of some linguistic phenom­
ena and studying its properties. Noam Chomsky's work in 
the 1950s on the grammatical analysis of natural languages 
influenced many researchers to concentrate on competence 
models and language universals and to ignore variability in 
performance. Other applications in natural-language pro­
cessing have resulted in systems with limited grammars that 
function effectively in limited contexts. 

For our purposes, we approach language from the viewpoint 
of computational linguistics. More specifically, we will ad­
dress the problems of developing and using a controlled vo­
cabulary for implementing NLP programs. Our NLP tools 
use computerized dictionaries and medical terminologies to 
analyze and organize medical texts. \:.: 

Dictionary development is central to information representa­
tion for NLP. [8] There are many ongoing efforts to develop 
and build resources for natural-language research. There is 
the Text Encoding Initiative (TEI), an international project 
to develop guidelines for the encoding and interchange of 
machine-readable text. The Data Collection Initiative (DCI) 
sponsored by the Association for Computational Linguistics 
will convert the collected data into an SGML (Standard Gen­
eralized Markup Language). [9] Another effort is that of the 
British National Corpus Project, with collaboration of the 
Oxford University Press, the Longman Group, the University 
of Lancaster, and the British Library. In North America, 
Rutgers and Princeton universities are cooperating to form a 
Center for Machine-Readable Texts in the Humanities, a 
more sharply focused text-cataloging and collection effort. 
The European Community sponsored the Eurotra study to 
determine the reusability of lexical and terminological re­
sources. One result of the Eurotra study was the Multilex 
project, designed to develop a standard for a European multi­
lingual and multifunctional lexicon and accompanying use. 
In Japan, the Electronic Dictionary Research Project (EDR) 
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is developing a large multipurpose electronic dictionary com­
posed of four dictionaries: word, concept, co-occurrence, 
and bilingual (Japanese-English). [10] 

In the medical area, perhaps the most internationally used 
nomenclature is SNOMED. [11] It does not include defini­
tions of terms but it does give useful information such as syn­
onyms and hypernyms and organizes the terms into a multidi­
mensional structure. (A hypernym is used in linguistics to 
describe a superordinating word for a group or class.) The 
UMLS (Unified Medical Language System) project of the 
National Library of Medicine (United States) is a large-scale 
effort to build a unified medical language-including all vo­
cabulary from SNOMED, the International Classification of 
Diseases (ICD), Medical Subject Headings (MeSH), DSM, 
CPT, and the Computer Stored Ambulatory Record 
(COSTAR)-in its metathesaurus, together with semantic 
relationships linking the medical concepts. [12] (See also 
"Developing a Multilingual Index to Access Health-Care 
Terminologies~ page 32.) 

Combining Dictionaries 
and Nomenclatures 
The Medical Intelligent Dictionary (MEID) is a bilingual dic­
tionary (Japanese-English) of medical and nonmedical 
terms, containing medical and linguistic information, with 
about 230,000 terms. [ 13] The cooperation of diverse experts 
(physicians, computer scientists, library and publishing pro­
fessionals, pharmacists, clinical technologists, medical re-

cord administrators, and professional translators) made this 
dictionary possible. The components of the dictionary are 
shown in figure 1. 

SNOMED is an international nomenclature that allows for 
a comprehensive patient-description vocabulary. It can be 
considered relatively domain-complete. Another important 
characteristic is its modular structure as a set of independent 
taxonomies for representing conceptual categories within 
medicine. The present version (third) has ten axes for repre­
senting clinical information: T( topography), to describe ana­
tomical location; M (morphology), to describe structural 
changes; L (living), to classify the animal kingdom; C ( chem­
ical), to describe drugs; F (function), related to signs, symp­
toms and laboratory data; D (diagnoses/diseases); 0 (occupa­
tion); P (procedure), to describe medical procedures such as 
surgeries; A (physical agents), to describe devices and activi­
ties; and G (general), a special axis to describe modifiers, 
qualifiers, and syntactic linkages. See figure 2. Two imple­
mented NLPs that use SNOMED are described in the later 
section on diagnostic indexing in Japanese and English. 

... we had to extend [SNOMED] by 
building special dictionaries . . . The 
newest version of SNOMED contains 

many of the terms we had to add. 

******* MEID DICTIONARY DYSPLAY TERMS AND RELATIONS 

MEID NUMBER: 168ioo * 168200 
******** 
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ENGLISH empirical 

JAPANESE Cl): ~M/:r\'; 
KANA : ~ 7 ~ 1/ ~ + 
PARSED : ~ M/ :r\'; 

ABBREVIATION: 
PART OF SPEECH : Noun 

formula 

CLASSIFICATION: ~~M• "PHYSICAL SCIENCE 

SNOMED 
ICD-9 * 

RE LAT IONS 

NEXT?> 

~ ~7 

Figure 1. Information in the MEID includes a numeric code; the term in English, the term in Japa­
nese (kanji), the term in kana; the term parsed (with spaces separating the words); the abbrevia­
tion; part of speech; the class according to modified MeSH categories; the SNOMED code; the 
ICD code; other relations. 
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SNOMED, however, does not contain all extant medical 
terms. Because of this, we had to extend it by building special 
dictionaries to include the adjectival form, modifiers, and 
synonyms. The newest version of SNOMED contains many 
of the terms we had to add. 

not only individual words, but also the other components of 
the sentences, led us to define what we call "semantic pat­
terns." These patterns are used to analyze and match the natu­
ral-language sentences into predefined templates. 

Another criticism of SNOMED is that it lacks an associated 
syntax for constructing statements containing complex inter­
relationships. In fact, building links among its terms is re­
quired because such a structure serves to organize the medical 
information in a database format. Some authors have de­
scribed how the theory of conceptual graphs can be applied 
to SNOMED to represent clinical information. [14] We use a 
different approach, based on semantic grammars, to identify 
relations in natural-language texts and represent the relevant 
clinical information in the Chiba University Hospital da­
tabase. 

The Essential Semantic Patterns 
We define semantic patterns as the association of categories 
of terms in specific sequences to form a correct and/or mean­
ingful statement. To understand this concept, let us draw a 
parallel with syntactical rules. In a grammatically correct 
statement, the sequence of the elements is determined by 
their classes and the syntactic rules. In English, for example, 
a typical sentence will have the form S V O (S for subject, 
V for verb, 0 for object). In Japanese, a typical sentence will 
have the form SO V. In our pattern, insteadofusing the class 
0 (object), for example, a semantic classification will tell us 

"TBSNMD("F","10000","1","1"l="ELEMENT, PHYSIOLOGIC"~~·~~- "a19h•?7f 3?9 "2 
8723" 
"TBSNMDC"F","10002","1","1"l="DISORDER OF PHYSIOLOGIC ELEMENT"~~~~--- •a1 
7f 3?9 ~•?h•1 "161291" 
"TBSNMDC"F","10020","1","1"l="ION"1 * Y "1t~ "208732" 
"TBSNMDC"F","10022","1","1"l="DISORDER OF ION"1 * Y -~ "1t~ 1~••? "161284" 
"TBSNMDC"F","10022","2","1"l="ELECTROLYTE IMBALANCE····~~-~ •,•~h1~, ~1J~ 
1~••? "167128" 
"TBSNMDC"F","10024","1","1"l="ION DEPLETION"1 * Y~- "1t~ Jh, "208738" 
"TBSNMD("F","10030","1","1"l="SIMPLE COMPOUND" •• ,(l::;g!MIJ 0

'.:!~~•2~ hJ"?7'"1 "290057 
"TBSNMD("F","10032","1","1"l="DISORDER OF SIMPLE COMPOUND".H1t-§!M/J·~ 0

'.:!~~•2: 
hJ"?J"' 1~"•? "161299" 
"TBSNMD("F","10040","1","1"l="FREE RADICAL"~ ■- 0 2?9 f "182037" 
"TBSNMD("F","10050","1","1"l="ALUMINUM"7 ~ ~ ~ ~ k "?lliE=?& "109467" 

"TBSNMD("A",70014,1,1l="PRECEREBRAL"M~" 
"TBSNMD<"A",70016,1,1l="SUBLINGUAL"~T 0" 
"TBSNMDC"A",70017,1,1l="RETROPHARYNGEAL"&~~ 0" 
"TBSNMD<"A",70018,1,1l="PARAPHARYNGEAL"lijPia 0" 
"TBSNMDC"A",70019,1,1l="DENTOFACIAL"@ ~-~ffl-" 
"TBSNMD("A",70020,1,1l="MEDIAN"~ ~ 0" 
"TBSNMDC"A",70021,1,1l="INTERNAL"~ 0" 
"TBSNMD("A",70022,1,1l="EXTERNAL"~ 0" 
"TBSNMD~"A",70023,1,1l="INTRAPARIETAL"~ ~ 0" 

<> 

\; 

Figure 2. SNOMED is stored as an M global. The node is defined by the SNOMED axis, the five­
digit code, plus two additional numbers to define synonyms and other related terms. The term in 
English, in Japanese kanji, in kana, and the related MEID code is shown at top. Below is the 
SNOMED extended, using the new axis A that had to be built to include modifiers and other 
terms not included in SNOMED IL 

Analyzing complete patient reports requires other categories 
of words such as verbs, conjunctions, prepositions, and ad­
verbs, to be included in the vocabulary. These terms usually 
are not part of medical dictionaries, so we built special vocab­
ularies to use in our NLP computer programs. In addition to 
these four categories, we considered other types of informa­
tion present in medical texts. For example, we use only 
ASCII code to identify numerals. If the numeral describes a 
date, hour, or laboratory result, we used additional informa­
tion from the analyzed statement. This necessity to analyze 

if this object is a symptom, a disease, an etiology, or some­
thing else. Semantic identification is preferred since we in­
tend to store the information in a format in the databases that 
will refer to the semantic relations, not to the syntactic 
structure. 
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The SNOMED statement for a diagnostic description is a 
kind of semantic pattern: a disease D or morphological alter­
ation M, in topography T, caused by etiological agent E, 
combined with a functional disturbance F. In regard to symp­
toms, one general semantic pattern would be: symptom S, in 
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topography T, of intensity I, and duration D, aggravated by 
factor A, relieved by factor R. This idea can be extended to 
include physical findings, laboratory data, and other parts of 
the medical narrative. 

We use predominantly a semantic-pattern approach to ana­
lyze medical statements. More detailed explanations are de­
scribed in other publications. [15, 16] The methodology in­
volves a search of words and medical terms in the 
dictionaries, coding using SNOMED, matching semantic 
patterns, and entering the medical information into the data­
bases with a language-independent format. 

Computerizing the Japanese Language 
The Japanese language is peculiar in many aspects. First, it 
does not use spaces to separate words. Second, it uses three 
sets of characters, and frequently texts also contain words 
written with both the Latin alphabet and Japanese words. The 
three Japanese sets of characters are kanji, hira kana, and kata 
kana. "' 

Kanji characters are the ideograms that originally came from 
China, and are quite similar to contemporary Chinese 
"hanzi." There are about two thousand kanjis used in daily 
Japanese, plus about three thousand used in technical-scien­
tific Japanese. Kanjis are used mostly as roots of verbs, 
nouns, adjectives, and adverbs. 

Hira kana ( or hiragana) number about fifty. These are mainly 
conjunctions and prepositions ( called "jyoshi" in Japanese 
and placed after the nouns) used in the conjugation of verbs. 
There are about fifty katakana characters, used mainly for 
foreign words. 

In Japanese computers, as with any type of personal com­
puter, the data entry for the Japanese language is made using 
a normal alphabetic keyboard that converts alphabetic sounds 
into hiragana and subsequently into kanjis. 

When analyzing Latin alphabet languages, the parser can eas­
ily identify the words, since they are separated by spaces. 
In Japanese, however, the parser must analyze character by 
character, concatenate with the next character, and then look 
in the dictionaries to see if it is a word. 

There is another method to separate and identify words. Japa­
nese uses a two-byte character code; that means the connec­
tion of two bytes to represent one Japanese letter. But we can 
identify the sets of characters in kanji, katakana, hiragana, 
and Latin alphabets looking at the first byte only. See figure 3. 
One word consists of the same type of characters, for example 
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kanji, discriminated by other types of characters, in most 
cases. Therefore, if you identify a certain sequence of the 
same type of characters, you can identify it as a word. 

2530 

2540 

2550 

2560 

2570 

7 7 1 1 '7 'J .I. .I.. ;t :t 7J 'jJ" :3f- ::!(-' 7 
7" 7 If :1 :J'' --1-j- --If 1/ Y A ;i . .' -\: -1±' 'J 'J" 7 
.;,-- 1- --f'.- .--; 'Y f T i"' r F -j- -=- .:x ;z, / ; \ 
j'{/'\ I::: ~- l:::" 7 7''7° .As,.r,;:.r,;: * ¥;¥?:;: 
1.., ;) -=E -t '1' .1 .::i 3 3 7 1) Jv v o '7 ry 
4,17 :;.,,r'f-J; 'T 

"KATAKANA" - Complete Character Set 

Ji) if) L,, \t \ ') J ;{_ ;z_ ii i, 7)' -/Jf ~ ~-- <I 
<" it i-y .... .... -- ~ ~-- L- t Ii- f' -ti- -ii'' -f- -f' t.:.! '- '-

t.:. ~ f:;' -::, -0 -5 ---c -c- c t-- ~ i.::: tb. ;p (1) Ii' 
Lf If Ct U-' u .$., $; ✓-h "' « " Ii ii fl° _1_ Ji,_i 

ts- (I) ii ~ ·-'v' ~ V)) _J: J: G 1Y ,..2 n ,2 .b b/ J;;i 2. ~ /-.., ~/ 

"HIRAGANA" - Complete Character Set 

1l!!.~ 
~~~~m~mn~~a~n~#m 
,1--J· ""J·1·1;; ;:!¥:~cl;:-'-' ~-1'. ml':- 'lik ~ :·tu; )]i.')]'U ~- ,(-le ,e,;; ;.• hiJ· 1.u 111 1°r -~UI,,~ i~.x. s ,i~ m, [I }to d ~ .l=l. 
'ET •;11- Roe{-;);, 1r,m f 1'- .L. -1-- h-"' iJliB BN ITl" ':tz: ·rr•- 13 rr J3 ~ 1-~ i#. .'.!\hi ·" □ /'-- !,F, lclJc ;m 11'1/, ?rg Yu( -f-11,;,.. 
~ :Jl :JR :JT:i iR i-i't'! I# F>t: ~; if.J F,fi if Jifil ~\ii R 

n11 m :ii JNW JJJt ~ ~ 3Jl! t@ ~Jm m1/i. :t~mt 
H~~mm~s~~m~m~•~~ 
nc3 •E: ~i;r. ¢PL 9'1 i~ :!"' J,J,r,: n"" +~ pt. EE ~.,. 
n!.:.. 5-i. n.x!£:rfx 1:iiJ.-'M/. ~1r- 11:,r ~1:~Fx 77 fi~ 

"KANJI" - Partial Character Set 

Figure 3. Japanese character sets for katakana (upper part) 
and hiragana (middle), plus one set of kanjis (ideograms) 
organized by the sound "ta" (below). The numeric codes on 
the left are the JIS (Japanese Industrial Standard) codes. With 
only about one hundred kanjis, more than fifty kanji tables 
would be needed to represent the complete set of kanjis in 
Japanese. For Chinese, there are about three hundred tables 
like this, since there are more than thirty thousand kanjis. 

Japanese-English Diagnostic Indexing 
One implemented program regards the use of dictionaries to 
analyze natural-language descriptions of diagnoses, index 
the terms using SNOMED, and find the corresponding classi­
fication in the ICD-9. [17] Natural-language processing for 
both the Japanese and English descriptions is performed by 
different parsers. There is a search for the longest consistent 
match in SNOMED, using dictionaries for synonyms, adjec­
tival forms, and abbreviations. After SNOMED terms are se-
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· __ ___z7ffi:::.'li'fz'Q:1:t~-·---·- ···· ::·::·::·::::::::::::::;::::T:;:;::t,1:a:~t::u:.:::a:::e::::::::ea::n:\'tu:arq~~~&-Ht--i --

origin a L expression= BLEEDING GASTRIC ULCER 
Diagnosis BLEEDING GASTRIC ULCER 

SNOMED = M37OOO-2-2 BLEEDING l±l J:to. 
SNOMED = M38OOO-3-O1 GASTRIC ULCER ~ ~~ 

ICD-9 = 531.4 -- CHRONIC OR UNSPECIFIED WITH HAEMORRHAGE 
<< GASTRIC ULCER >> 

'HP~"$ 
M3800O11_:ULCER 

1:§Httl:lrto.'t!!:~~~ 

;~ 
~38OOO22-ULCERATIVE LESION ~~-~~~ 

is it right? CY/N) > 

Figure 4. Screen of the program for diagnostic indexing showing SNOMED and ICD codes, 
synonymous terms, and hypemyms. This program is used for diagnostic encoding using natural­
language, English or Japanese statements as input. 

lected, they are compared with the ICD diagnostic descrip­
tions. When one possible classification is selected, the results 
are displayed on the screen for the user to check. Other related 
information-such as synonymous descriptions for the diag­
nosis, SNOMED and ICD codes, and hypernyms-is also 
shown on the screen. The table connecting SNOMED with 
ICD is stored as a "couple" that contains the codes of the 
nomenclatures and the classification. See figure 4. 

A program to analyze descriptions of symptoms uses a simi­
lar approach, except that it uses additional dictionaries for 
other categories of terms such as verbs, conjunctions, and 
prepositions. This program extensively uses semantic pat­
terns for NLP and structuring the text. [18, 19] 

The procedures can be summarized as identifying terms and 
semantic categories, coding SNOMED, identifying semantic 
and structural patterns, and organizing the structured infor­
mation into a language-independent database. The database 
is language-independent because it uses a frame-like format 
where the slots are the semantic categories identified during 
NLP. The frames' contents are also language-independent 
since they contain SNOMED codes instead of the original 
medical terms. [20] See figure 5. 

Information stored in this format has many advantages. First, 
it permits storing further information extracted from the pa­
tients' records, perhaps temporal information in a retrievable 
format. Second, the electronic medical record (EMR) can be 
built with an international nomenclature. Another possibility 
is that it can be used for translations between languages that 
have a SNOMED version. The formulas are similar to the 
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ones described by Moore, but modified to use semantic cate­
gories to translate between English and Japanese. [21] See 
figure 6. 

The Need for 
Language-Independent Structure 
Multilingual nomenclatures such as SNOMED are essential 
to maintain the databases in an international code. SNOMED 
alone cannot account for the complexity found in natural lan­
guage, however. The development of auxiliary dictionaries 
specifically for the applications at Chiba University Hospital 
helped assure efficiency of the parsers. The semantic ap­
proach to analyzing the medical information has the advan­
tage of being more practical than the syntactical approaches, 
and also the semantic categories can be used as slots in a 
frame-like database, permitting better-organized medical in­
formation in the EMR. 

The database is language-independent 
because it uses a frame-like format where 

the slots are the semantic categories 
identified during NLP. 

We have been searching for and working on database struc­
tures in our hospital that would be the same for any spoken 
language. Linguists call this structure an interlingua. There 
have been many attempts to define and design interlinguas. 
In natural languages such a structure is difficult to achieve 
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~=="'=$..$i~~~""~~~¥\'.~1:,aca,ffi§~§lliTh;;:\\::\\::Thh!•Ef!.::~·~,:,:~,::ti:::f¥l::::w:~:;;ff,::1!\iP,'fo\::o:rn:i:z\§:I~¥"~m -_,,--,e,§·: -~,--~~~~~ 

'~~ill' -'-5 : 123456 fl-J-t-":01 ~ §rfi :Dr. M.B.A. 93,f 06.F.l 078 

SYMPTOMATOLOGY> PATIENT HAD CHEST PAIN, STRONG, FOR 15 MINUTES, 1 HOUR AGO. 

==¥=¥is,.maii1!~~,;l~ifu.1!\ii!!',~!m.~it?i§,sea::::::,::••·•········ ,:::::y::::::,$:;;e;;:ii!~si'ii'!h'!ii~;;g::::,:sie!!!,!'!:§e: = - "¥•'¥ts_.;:.;~_ I 
I 

PATIENT is a SUBJ 
HAD is a VERB 
CHEST is a TOPOGR 
PAIN is a F-axis 
STRONG is a GRADE 
FOR is a PREP 

Statement Structure: {SJVBTOFOGRPPNUTINUTIPI 
P} 

15 is a NUM 

i :,,::;,:;!r;J:,;:j:!,;e:,:);;;:,;;;f,,,q,,,rt,!iJ:'a:'!i;::<t,:h:a:tP""'w"~''~''~''":&e:~re-=trh¥™ 
I 
I 'Cl,930607,19 31,01,F71400,FINDING)=CHEST PAIN 
I '(1,930607,19 31,01,F71400,SJ,GS0001)=PATIENT 

~-----------1 '(1,930607,19 31,01,F71400,VB,GV0001)=HAD 
Parsed: [SJJ[l(VBJ[J[Tl'Cl,930607,19 31,01,F71400,GR,GG0003)=STRONG 

I 
I 

l(J[GRJ[l[PPJ[J[NUJ[l[I '(1,930607,19 31,01,F71400,DU,GT0002)=15'MINUTES 
UJ[J[TIJ(J(PPJ l'Cl,930607,19 31,01,F71400,TI,GT0003)=1'HOUR 

I Correct ? > 
1~~--------------~ 

~~~~ ~IB!l?~lli 'llilli~lEtE\.EJ;;§ Th:rfl:.1:!illlzllii:":::: e:r::+::'J:!:!!)i!::: m::s:E]TI ::::::: !!)i!,i\,~i[:r;EIJ:::: ::~]rn::Jllilli~~ ~=J.~ ~@[fr~ ~ -£~ 

Figure 5. Screen showing some procedures performed by the natural-language processor for analy­
sis symptoms' descriptions. The parser initially identifies individual words and attaches grammati­
cal or semantic labels. After it checks the database for structural semantic patterns, it tries to iden­
tify semantic relations between the components of the statements. Finally, it sets the medical 

-information into a language-independent database using the semantic labels and SNOMED codes. 

==~c:: r-n--1J?_M__________________ e1 "".Mi·x·•·fi::m·+JF·futi''f>z··o···•21• ➔ x---riiL;i;i.;s;c·-·······-··--·--. =-----=-• 
!:~ill'-'% :123456 f!I-J-t-":01 ~§rfi :Dr. M.B.A. 93,f 06.F.l 078 

SYMPTOMATOLOGY> PATIENT HAD CHEST PAIN, STRONG, FOR 15 MINUTES. 

"""'''"'";s-:a•n•te>:•c•,eaQ:a,t,~,,,,,,,.,,i,,:.. 
1 

r , ... :.:,:: .. ,.:.:::.:: ..... ;;::$,e•lma.f;:f;::,:;,::;:s::::a•n:O'e;•aS-,isE:u:oiiith,aI~f!,a,1§;~---·-·---
1 

PATIENT is a SUBJ I I Statement Structure: {SJVBTOFOGRPPNUTI} I 
HAD is a VERB I I Identified structural patterns: 
CHEST is a TOPOGR 

ii~~ ~,:acC:£"':":,:~~,:~:RW!i!Slb::::.'.:,'::::::,:::::::::,':':-:.::::::::,:::::::::::::~s:::::~~~~ I 

l15 , Formula: (SJVBTOFOGRPPNUTIJ=>[SJDUGRFOTOVBJ 

~ »PATIENT HAD CHEST PAIN, STRONG, FOR 15 MINUTES. I ' ' , » !l ~ (;!: 1551 Ps9 ,: ti t: -o -c 5!11 , , jj(ij Ji tJ, ii;, 'J -t l t: o K? > 

'''='=\i:'iR!W= M W:. 7 

Figure 6. The semantic categories stored in the database are supposed to be the same for any lan­
guage. SNOMED codes can be used for a quick translation between medical terms. This figure 
shows one module of the NLP program that uses the semantic categories, SNOMED codes, plus 
one additional database containing formulas to transform English statements into Japanese. The se­
quential order of the words is defined by syntactical rules. 

because one word has many meanings. Even talking about 
similar concepts between languages raises the same problem 
because one concept can be described by many words, each 
of them with shared meanings but also with nuances. There­
fore, defining a unique, general interlingua for one concept 
is complex. In the restricted field of scientific-medical 
sublanguage, there can be one interlingua because usually a 

medical term has only one meaning and is restricted in its 
use. In this case, it is possible to attach one numeric code to 
these terms and translate the terms into many languages, all 
using the same code. This is the philosophy behind 
SNOMED that has permitted its multilingual versions. 

Defining an interchangeable, language-independent struc­
ture required consideration of the form, content, and charac-
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~ ~ I EMPLOYMENT OPPORTUNffl I 
I THROUGHOUT THE U.~. I 
I Permanent and contract go(stions ~xist for I 
I candidates with either M MIJMP%J,MIIB, I I MAGIC or NPQ experience. I 
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I needed throughout the country. I 
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Continued from page 13 
ter set to store the data. SNOMED permits indexing texts in 
many languages, and the databases can }?e coded using the 
international character sets such as ASCII or Unicode. Pres­
enting medical information within this framework might 
solve some problems presenting multilingual and interlingual 
medical information. 

Dictionaries and nomenclatures are an important part of any 
NLP project. There are presently many techniques for devel­
oping terminologies, dictionaries, thesauri, nomenclatures, 
classifications, etc. Each has a particular application to the 
field of NLP and structuring information. We regard the 
organization of information into a language-independent 
format as an essential feature for structured, multilingual 
EMRs. Al 

The authors have been involved in an international effort to develop a 
multilingual medical dictionary. They may be contacted at the Division 
of Medical Informatics, Chiba University Hospital, Chuoko, 1-8-1 
Inohano, Chiba 280, Japan. Dr. Satomura directs the division. 

See endnotes on next page. 

STUCK IN THE MUD? 

14 Al COMPUTING 

'£ veryone gets stuck from time to time. It's hard to keep an eye on your goal when 
you're bogged down with the challenges of daily survival. 

If you're managing too many projects with too few resources, if your information 
systems goals are ambitious and you're worried about meeting your project deadlines 
on time, Software Technology Services can help carry the load with .... 

• project management 
• implementation support 
• systems integration 
• programming 
• consulting services 

We specialize in delivering project-oriented information systems 
services to our clients. Our expert staff has a proven track record 
for sucess with MUMPS applications. We understand your 
environment and speak your language. 

If your objectives seem out of reach and you're feeling bogged 
down, give us a call at 1-800-828-5940. Ask for Bruce Schell. 
We can help. 

SOFTWARE TECHNOLOGY SERVICES ~ ~ 
10101 Slater Avenue, Suite 214 :i L ~ 
Fountain Valley, California 92708 ~ , 
(800) 828-5940 - ...a 
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An Invitation from 
M Computing Editors 

We welcome articles and news items submitted by our read­
ers. If you have an idea about M application areas, new sys­
tems and installations, interfacing, programming techniques, 
challenges of technology, or something related to our M com­
munity, let us hear from you. Book reviews, meeting notes, 
product announcements, and industry news items are also of 
interest. All submissions are reviewed and are subject to edit­
ing. Final determination about copy submitted for publica­
tion in the magazine rests with the editors. Send a brief de­
scription of your proposed article to Marsha Ogden, 
Managing Editor, MT A, Suite205, 1738 Elton Road, Silver 
Spring, Maryland 20903-1725. Phone 301-431-4070, fax 
301-431-0017, or use FORUM. 

AprH 1994 January 14, 1994 
Focus: Business andCommerce · · · 

June 1994 . . . No';'ernber 1.5, 19<}3 
Focus: Windows of Opportunity · · 
Annual Meeting Issue. 

September 1994 · 
Focus: Interoperabilit)> 

July l, 1994 

November 199"1: · Augu~tl7;J994 
Focus.: Client/Server Technologies · 

"Focus on File Man" 
Returns in NOvember! 

Rick Marshall's "Prqgrammirtg Hooks" series 
will boost your FileMah programming 

productivity. Wa'.tcli fodt! 
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